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Background
● Many factors influence a cancer patient’s survival rate and outcome - what are they and how do 

they affect the patient’s survival?

● Types of risk factors to consider:
○ Clinical/demographic/behavioral (e.g. age, sex, smoking habits, cancer stage, etc)
○ Pathological (e.g. tumor morphology)
○ Biomolecular (gene expression, mutations, CNVs, etc)

● The goal is to create a machine learning model that will: 
○ 1) Predict Overall Survival (OS) from the considered risk factors, over various cancer types and time points (e.g. at 1 

year, 3 year) 
○ 2) Identify the most significant risk factors affecting survival outcome



Previous Work

● General trends between molecular data and 
survival outcomes have been found, but fail to 
yield survival outcome prediction at the individual 
patient level

○ Adding on clinicopathological data may help to predict 
patient survival 

● Previous studies (3,4) have focused on predicting 
Overall Survival for individual cancer types

○ Instead, we aim to predict OS at varying time points across 
various cancer types

Collisson et al, Nat Rev Gastro & Hep 2019



Methods - Overall Survival Prediction
● Our dataset consists of 8,068 patients 

across 16 cancer types from TCGA
○ Each patient is tied to a set of 

clinicopathological features 

● First, we predicted survival outcomes 
(at 1-year and 3-year timepoints) with 
only 15 clinicopathologic features via 
Sequential Forward Search (SFS)

● Then, we sequentially added on 
expression data from 25 selected 
genes to optimize model accuracy



Methods - Gene Selection 

● A differential analysis can reveal the most significant 
genes with the largest expression differences between 
surviving and deceased cohorts

● To determine which genes to select, we performed a 
Differential Expression analysis (DESeq2) comparing 
between patients who survive <1 year vs. >1 year after 
diagnosis, as well as <3 year vs. >3 year  post-diagnosis



Implementation

● Preprocessing: 
○ Imputed missing data from patient with XGBoost’s imputation, median, and 

K-Nearest Neighbors
○ Omitted data missing from >40% of patients & removed features hinting at survival 

outcomes (e.g. “Disease Free Status”, “Overall Survival Status”)

● Model Training:
○ Tested 40 chosen features (15 clinicopathological vs. 15 clinicopathological + 25 

genes) on either XGBoost or Random Forest in predicting Overall Survival with a 
80%/20% test-train cross-validation split

○ Implemented a grid search on 2 models (XGBoost, Random Forest) and 3 imputation 
techniques (XGBoost-imputation, median, and KNN) to find the optimal model



Results - Overall Survival Prediction

● While including the 15 clinical features alone yielded 
a relatively low AUC measure (~ 0.6-0.7 range) for 
lower-performing cancers (GBM, OV, etc), some 
cancers (e.g. PAAD) performed well even without the 
25 genes

● AUC increased noticeably after including the 25 genes 
(up to the 0.75-0.78 range)

○ AUC’s for Glioblastoma (GBM), Stomach Adenocarcinoma 
(STAD), Ovarian Carcinoma (OV) increased from 0.71, 0.62, 
0.66 to 0.76, 0.77, and 0.77, respectively 

○ These equate to a ~7 to 23% increase in AUC across the 3 
lowest-performing cancers

A = XGBoost + XGBoost imputation; B = XGBoost + median imputation; C = Random 
Forest + median imputation; D = XGBoost + K-nearest neighbors; E = Random Forest + 
K-nearest neighbors 



Results - Top Clinical Factors Influencing Survival

● Our analyses also showed the 
top 5 features that were 
strongly related to a lower 
survival in the 1 and 3 year 
timeframes

○ Many were disease-specific 
features - e.g. for PRAD 
(Prostate Cancer) our model 
utilized the Gleason prostate 
biopsy score and PSA 
(Prostate-Specific Antigen) to 
predict survival outcomes



Results - Differential Expression Gene Analyses

● Certain genes in our DE 
analysis represented 
known markers to 
promote or impede cancer

○ PTSG2 
(prostaglandin-endoperox
ide synthase 2) is 
significantly enriched in 
the <12 month survival 
cohort in Glioblastoma 
Multiforme

○ PTSG2 is also reported to 
aggressively facilitate 
resistance of glioblastoma 
to chemotherapy 
treatment methods



Discussion & Future Work
● Clinical and pathological data alone can accurately predict 1 and 3 

year overall survival in many cancers, but the addition of gene 
expression features significantly improves survival prediction 
performance in weaker cancers 

○ For example, STAD, GBM and OV saw up to +0.15 increase in AUC

● Poorly performing cancers (e.g. OV) often suffered from a lack of 
disease-specific features/markers that better-performing cancers 
had (e.g. Liver fibrosis for LIHC/Liver Hepatocellular 
Carcinoma), and benefited greatly from additional pathological or 
gene expression data 

○ The AUC for OV increased by 23% increase after adding the 25 additional 
genes on top of the initial 15 clinicopathological features



Discussion & Future Work
● Many factors other than clinical/gene expression data (DNA methylation, copy 

number, spatial information of biomarkers) can influence survival outcomes

● Develop specialized models for each cancer subtype that adaptively select features 
relevant to each specific cancer type 

● Extract features directly from TCGA tumor imagery 
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My e-mail: pzy2@illinois.edu

Special thanks to my mentor, Jimmy A. Guo from the Broad Institute, for guiding and supporting me throughout the project.


